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1. Introduction

The calibration approach is frequently used to develop estimators of various population parameters of
interest and very frequently used by the statisticians for generation of official and Agricultural statistics in
India because it gives precise estimates along with the Standard error which is needed for policy planning.
The calibration approach involves deriving revised weights and using these weights in the form of a
weighted estimator. The revised weights are developed by minimizing a distance function subject to the
constraint that the weighted sample mean of auxiliary variables is equal to the population mean/total of
the auxiliary variable. Generally, a chi-square type distance function is used for deriving revised weights.
The approach is called as lower level calibration. A higher order calibration approach has been developed
by Singh (1998) to improve the estimate of variance of the Horvitz-Thompson (1952) estimator. The
higher level calibration approach makes use of known population variance of the auxiliary character.
Many a times the chi-square type distance function gives negative weights. The negative weights when
used in the variance estimator will give negative variance estimator. We use quadratic programming
approach to obtain non-negative weights.

2. Calibration Estimation

The most commonly used estimator of population total /mean is the generalized linear regression (GREG)
estimator. Let us the simplest case of the GREG where information on only one auxiliary variable is
available. Suppose a populationU ={L, 2, ..., N} is the set of labels for the infinite population. Let y; be the

value of the variable of interest, y, for the i" population element, with which also is associated an
auxiliary variable x;. The objective is to estimate the population total Y :ZL y, effectively using the

known population totals X =ZiN=1xi . Lets={1, 2, ..., n}be the set of sampled units under a general

sampling, p, 77, =p, (i €s) and 7; =p,(iand j € ) be the first order inclusion probabilities and second
order inclusion probabilities respectively. Then the well known Horvitz and Thompson (1952) estimator

of population total, \?HT = Z:diyi is define by Deville and Sdrndal (1992) using calibration approach as

i=1

\fDS = Z\Niyi , where calibrated weights w;’s are modified from the basic design weights d;, =1/7, by
i=1

n
minimizing a distance function measure between the w;’s and d;’s subject to constraints Zwixi =X.The
i=1

. . . . o (w, —d,)’ .
most commonly used distance measure is the chi-square distance ¢ = Z('d—')where Q; are suitably
i1 idi
chosen weights. In most of the situations, the value g;= 1 is taken. The form of the estimator is depends

0 (w, —d,)? n
upon the choice of g; By minimizing the Z% subject to calibration equation Z\Nixi =X,
i=1 i i=1
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the weights w;’s is obtained as w, =d, + ———— d 1% [X Zd,xlj . Substitution of the value of w; in

: ZdQ :
% o 0]

estimator results in YDS ZW Y, glveYDS Zd Yy + X - Z:d,xI
i=1 i=1 Zd|Q|X| i=1
i=1

3. Variance Estimation

For improved variance estimators in survey sampling, the higher order calibration approach makes use of
known variance or second order moment of the estimator of the population total of auxiliary character
whereas low level calibration utilizes only know total of auxiliary character. In the case of single auxiliary
variables, Singh et al. (1998) proposed a higher level calibration approach for variance estimation.

The Yates and Grundy form of variance of the Horvitz-Thompson (1952) estimator is given as

o) 238 ) 52,

253 T T

An unbiased estimate of variance of Y is

o) - 333 ) %ﬁf

i=1 j=1 7T; 7Tj

Singh, Horn and Yu (1998) proposed an estimator of variance of YHT is

2
- where €, are modified from D; =(7;7; —7; ) /77 by minimizing
J ) ]
J

|111

2
n n (Q. —D.
the chi-square type distance D = EZZM subject to the constraint

234 D)Q
_21; [———] Zl;(” ”)@ ;j

Then modified optimal weights is

Q;(dx —d;x;)?
1 n n
EZi:lZi:l DiiQiJ' (dixi —d iX; )

1 n n 1 n n
[5 D D S (dix —d x;)° _EZi:lZizl D; (dix; —dx; )Z}-

A problem with chi-square type distance function is that the revised weights may have negative values.

Qij = Dij +

2
The negative weights used in V ( ) ZZ [ ——’} will produce negative estimate of
i=1 j=1 j
variance. One of the ways to tackle the problem of negative weights is to consider some other suitable
distance function. Another way this problem can be tackled is by using the quadratic programming.
approach.
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4. Results and Discussion

We demonstrate the use of the quadratic programming approach with the help of a data. For illustration
purpose we have used the data given in Horvitz and Thompson (1952). The data pertains to 20
population units. The study variable, y, is the number of households on i-th block and known auxiliary
character, x, is the eye-estimated number of households in the i-th block. All possible sample of size n=5

were selected by SRSWOR, which resulted in “C_ =15,504samples. For each sample calibrated
D, Q; (d,x, —d;x;)*

1 n n
EZi:lZi:l D;<; (di% —d;x;)*

l n n 1 n n
{5 D D S (dix —d x;)° _EZi:lZizl D; (dix; —dx; )2}-

weights were determined by using the formula. Q; =D; +

The data is given in Table 4.1.2.1 below:

Table-4.1.2.1
block Number of Eye estimated
household on ith | number of
block house-holds on
ith block

1 19 18
2 9 19
3 17 14
4 14 12
5 21 24
6 22 25
7 27 23
8 35 24
9 20 17
10 15 14
11 18 18
12 37 40
13 12 12
14 47 30
15 27 27
16 25 26
17 25 21
18 13 9
19 19 19
20 12 12
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Approximately in 4.48% cases negative weights were obtained. These weights are determined using the
guadratic programming approach. The quadratic programming approach is implemented through the SAS
package. In all the cases i.e. 15,504 the weights were found to be positive.

5. Conclusion

It is possible to obtain non-negative calibrated weights through the use of quadratic programming
approach for minimization of the chi-square type distance function. The recomputed weights using the
quadratic programming approach were found positive.
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